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Abstract—The increasing deployment of machine learning at
the core and at the edge for applications such as video and
image recognition has resulted in a number of special purpose
accelerators in this domain. However, these accelerators do not
have full end-to-end software stacks for application development,
resulting in hard-to-develop, proprietary, and suboptimal appli-
cation programming and executables.

In this paper, we describe software stack for a memristor-based
hybrid (analog-digital) accelerator. The software stack consists
of an ONNX converter, an application optimizer, a compiler, a
driver, and emulators. The ONNX converter helps leveraging
interoperable neural network models developed on frameworks
that support ONNX, such as CNTK, Caffe2, Tensorflow, etc. The
application optimization layer adapts these interoperable models
to the underlying hardware. The compiler generates executable
ISA code that the underlying accelerator can run. Finally, the
emulator enables software execution without actual hardware
which enables hardware design space exploration and testing.

By building a software stack, we have made hybrid memristor-
based ML accelerators more accessible to software developers,
enabled a generation of better-performing executables, and cre-
ated an environment that can be leveraged by a multitude of ex-
isting neural network models developed using other frameworks
to target these accelerators.

I. INTRODUCTION

The history of computing has seen analog [1], [2], [3], [4],
[5], digital [6], [7], [8], and hybrid computing [9], [10], [11],
[12]. Fueled by Moore’s law, digital computing in the last
four decades has become dominant. Hardware architectures,
instruction set architectures (ISA), operating systems, compil-
ers, software tools, and applications have all been developed
for digital computing. With the slowing down of Moore’s
law and the end of Dennard scaling, there is a renewed
interest in analog and hybrid analog-digital alternatives for
computing architectures. These alternatives require careful
hardware-software co-design if they are ever to gain traction
in the real world.

Machine Learning (ML) workloads have been the center
of attention for many new accelerator architectures due to
recent breakthroughs that made them pervasive in many ap-
plication domains. The architectures that have been proposed

have leveraged both digital computing [13], [14], [15], [16],
[17], [18] as well as hybrid digital-analog computing using
memristive crossbars [19], [20], [21], [22], [23], [24], [25],
[26], [27], [28]. The reason memristive crossbars have been
particularly attractive is their ability to perform low-energy and
low-latency Matrix Vector Multiplication (MVM) operations
by leveraging analog circuit behavior [29], [30], [31], [32],
[33], [34]. Moreover, their high storage density allows storing
large matrices on chip, in contrast with digital alternatives
which have lower storage density, thereby incurring off-chip
accesses which are detrimental in the absence of data reuse
which MVM operations are notorious for. Since many ML
workloads perform a large number of MVM operations, hybrid
accelerators that use memristor crossbars are a great match.

Of the many hybrid accelerators proposed that use mem-
ristor crossbars, some are application specific while others
are configurable for a limited set of applications. None of
these accelerators are ISA programmable. A key challenge for
building an ISA-programmable accelerator is the absence of
a software stack to support it. ML applications are developed
independently of the underlying hardware or for specific hard-
ware without the notion of interoperability. This is especially
true for optimizations at different levels of the stack, including
quantization and precision. Moreover, accelerators are con-
sidered slave devices without the flexibility to transparently
scale solutions up and down, share accelerator devices across
applications and users, and offer device-to-device interaction.
Finally, in a wide and competitive market with a plethora
of ML model libraries, it is required to have a flexible
stack that can be optimized at the level of the application
(e.g. ONNX model), compiler, device driver, or even the
ISA. Without these components, it is not possible to achieve
competitive performance across interoperable applications and
end-hardware.

To address these challenges, we present a software stack
to support hybrid analog-digital accelerators that are ISA-
programmable. Our stack supports interoperability with the
ONNX standard and includes an optimization layer, a com-
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Fig. 1. Hybrid Accelerator Architecture

piler, a device driver, and emulators. An overview of this
software stack is illustrated in Fig. 1.

We make the following contributions:

• An ONNX interpreter for translating ONNX models
into our native graph representation to enable models
developed for a plethora of DL frameworks to use our
software stack.

• A set of optimization techniques applied at different levels
of the stack to optimize execution for our target class of
accelerators.

• A compiler for translating high-level machine learning
model representations to an example ISA, mapping the
execution of workloads onto cores and tiles.

• An operating system driver that abstracts away the hard-
ware implementation of accelerators and enables the
software stack to run several inferences in pipeline and
fully customize activation functions to gain performance.

• A set of emulators: (a) a performance evaluation simula-
tor that incorporates the basic functionality, timing, and
power models of the architecture to enable performance
prediction and design space evaluation; (b) A detailed
functional simulator, that enables hardware development
by comparing the state with hardware design tools; and
(c) a plugin into QEMU to enable software development.

The rest of the paper is organized in the following manner.
Section II provides a high-level overview of the target class of
hybrid accelerator architectures and an example ISA assumed
in this paper. Section III describes the ONNX interpreter.
Section IV describes the application optimizations. Section V
describes the compiler implementation details. SectionVI de-
scribes the driver. Section VII describes the emulator. Sec-
tion VIII describes and discusses interoperability and accel-
erator prototypes. Section IX discusses projected performance
of our hybrid accelerator. Section X compares our work to
related work. Section XI concludes and presents future work.
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Fig. 2. Architecture Overview

II. ARCHITECTURE AND ISA

This section provides a high-level overview of the abstract
hybrid accelerator architecture and example ISA assumed
in this paper. Actual accelerator designs may have different
implementation details and optmizations. Our objective here is
to provide an abstract baseline design to motivate our proposed
software stack.

A. Architecture Overview

Fig. 2 shows a high-level diagram of the hierarchical archi-
tecture of the hybrid memristor-based accelerator we assume.
At the lowest level, N memristor crossbars are grouped into
a single core which also contains a register file and an ALU
for non-MVM computations. At the next level, M cores are
grouped into a single tile with access to a shared tile memory.
At the highest level, T tiles are connected via a network-
on-chip that enables message passing between tiles within a
single node. For large scale applications, multiple nodes can be
connected using chip-to-chip interconnect such as CCIX [35],
Gen-Z [36], or OpenCAPI [37].

We assume that both cores and tiles in the architecture
can execute instructions. An example ISA is described in the
following subsections.

B. Core ISA

Fig. 3 summarizes the set of core instructions. The in-
structions are categorized into compute, data movement, and
control flow instructions. These instructions are described in
the rest of this section.

Compute Instructions Fig. 3(a) shows the ISA encoding
of an MVM instruction which orchestrates the execution
of an MVM operation on a crossbar, including digital-to-
analog conversion, analog MVM execution, and analog-to-
digital conversion. The mask operand specifies the crossbars
in the core that will be active during the MVM operation. Note
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Fig. 3. ISA Encoding of Core Instructions

that the MVM instruction is what uses the analog units in the
core (crossbars) while all remaining compute instructions are
performed with digital units.

Fig. 3(b) shows the ISA encoding of the alu instruction for
computing non-MVM vector operations. The aluop operand
specifies the type of vector operation. The dest, src1, and
src2 operands are references to the destination and two source
registers respectively. The src3 operand is used to specify the
third register for left and right shift operations. Fig. 3(c) shows
the ISA encoding of the alui instruction which is similar to
the alu instruction, but takes one immediate operand instead
of src1 and src2.

Data Movement Instructions Fig. 3(d) shows the ISA
encoding of the set instruction that writes an immediate to
a data memory location. This instruction is used to initialize
addresses used by load and store instructions as well as fixed
program parameters such as loop bounds. Fig. 3(e) shows
the ISA encoding of the copy instruction that moves data
between the register file and the crossbar input/output registers.
Fig. 3(f) and (g) show the ISA encoding of the load and store
instructions respectively for accessing the tile memory. The
count operand in the store instruction specifies the number of
times the target memory location will be read before it can
be rewritten which is used for synchronization. The ld-width
and st-width operands specify the length of data to be read or
written.

Control Flow Instructions Fig. 3(h) and (i) respectively
show the ISA encoding of the two supported control flow
instructions, unconditional jump (jmp) and conditional branch
(brn). Both instruction take a pc with the target instruction
address. Additionaly, brn takes a brnop that specifies the
branch condition (equal, not-equal, etc.) and src1 and src2
which are operands for the condition evaluation.

C. Tile ISA

Fig. 4(a) and (b) shows the ISA encoding of the send and
receive instructions used to enable communication between
tiles via the NoC. The memaddr operand specifies the tile
memory location where the data to be sent resides or the
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Fig. 4. ISA Encoding of Tile Instructions

data to be received should be written. The vtile-id operand
specifies the virtual ID of the sender tile with respect to
the receiving tile. The target operand in a send instruction
specifies the target tile to which the data is sent. The count
operand in the receive instruction specifies the number of
times the target memory location will be read before it can be
rewritten, similar to store instructions. Finally, the sen-width
and rec-width operands specify the number of data packets to
be sent/received.

III. ONNX INTERPRETER

The popularity of ML applications, especially neural net-
works and deep learning, has stimulated the emergence of
multiple programming frameworks for supporting these ap-
plications. Effectively, these frameworks are Domain Spe-
cific Languages (DSLs) for building execution models. Some
widely adopted frameworks include:
• Microsoft Cognitive Toolkit (CNTK) [38]: a deep learn-

ing framework for Python, C#, and C++ capable of
parallelization across multiple GPUs and servers.

• Caffe2 [39]: a deep learning framework initially devel-
oped by the Berkeley AI Research group, designed for
scale and mobile deployments.

• Tensorflow [40]: Google’s framework aimed for flexible
deployment across different platforms like GPUs, CPUs,
and TPUs [18] on mobile and edge devices.

• Many other frameworks, such as MXNet, PyTorch,
Theano, PaddlePaddle, Apache Singa, Apache Mahout,
Accord.NET, Brainstorm, etc.

While some of the frameworks target specific hardware
platforms, providing better performance, others provide bet-
ter interoperability across multiple hardware, and yet others
provide abstractions for easier model development. However,
all of them follow the same computation representation model,
a computational graph.

The need to enable model exchange between different
frameworks was motivated by the difficulty to optimize per-
formance of frameworks on different hardware platforms.
To solve neural network model interoperability, a couple of
initiatives where launched to help define an exchangeable
format for neural network models [41], [42]. The Open Neural
Network Exchange Format (ONNX) [41] has resulted in an
initial interest and engagement of the open source community
and industry, supporting most of the known frameworks.
Therefore, we chose this format to integrate into our software
stack solution. ONNX provides a well defined architecture and
enough support for a reliable model format to enable interop-
erabililty with a variety of frameworks for our hardware.

ONNX is defined as an open specification and is organized
into two main components: front-end and back-end. The front-
end is an interface for framework integration. It defines the



standard types and built-in operators that are supported by the
model, and the rules that should be applied for generating
a computation graph model from any given framework to
the ONNX format. The back-end defines how a framework
or runtime platform should read and interpret an ONNX
model. Therefore, the software stack solution we propose
includes an ONNX back-end which gives us access to models
implemented in other frameworks that have ONNX front-ends.

The back-end provides the means through which a frame-
work should interpret and possibly execute a model. Currently,
it has been used by multiple platform providers as a means
to execute ONNX models on their platform, without the need
to translate to a framework representation and then execute.
Its interface provides two main methods that should be imple-
mented: prepare and run, following the general frameworks
pattern of executing a neural network model (initialize graph,
prepare graph IO, execute graph)

The method prepare has as input the model and the graph
in the ONNX representation format. Its main objective is to
translate the model from ONNX format to the appropriate for-
mat of a framework or execution platform, cross-compiling the
ONNX code to the desired back-end implementation. Besides
the model compilation, in this method many optimizations are
applied in order to modify the execution graph to make better
usage of the execution platform.

The method run provides the interface for loading the model
into the platform, input preparation, inference execution, and
finally, the collection of the outputs. The IO process provides
the means for giving inputs to the graph and reading the
outputs, while the execution loads the translated model graph
to the desired platform (hardware of software).

In our solution, an initial version of the prepare method was
developed to interpret ONNX models and generate a native
graph representation that can be operated on by our compiler
(Section V) to generate ISA code. On the other hand, the
initial version of the run method was developed to execute
the compiled models on our emulator (see Sections VII and
VIII-C).

IV. APPLICATION OPTIMIZATION

The software stack presented herein provides multiple layers
where different optimization techniques can be applied to
improve performance by adapting the models to the underlying
hardware. Quantization is required to properly prepare models
to execute on the accelerator with little or no loss of accuracy,
otherwise, just a simple type casting between default host
types (e.g. Float32, Integer32, etc.) to the memristor-based
accelerator precision would cause loss of accuracy of the
trained weights. Node aggregation and replication aim to make
better usage of the dataflow accelerator resources. While the
first technique removes unnecessary operations, consequen-
tially, cores and tiles allocation, the second technique makes
better usage of the memristor units. This section describes
the techniques that were explored and at which level each is
applied.
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Fig. 5. Quantization Results

A. Quantization

Quantization enables large and complex types (like 32-bit
floating points) to be represented using smaller and simpler
types (like 16-bit integers) with almost no accuracy loss [43].
It has been widely applied [44], [45], [46], [47] at the edge
to optimize models for reduced memory footprint, faster
inference and lower energy consumption.

Our software stack enables automatic quantization of pre-
trained neural network models based on normalization values
provided by the user. For simple models, like MLPs and
RNNs, the automated quantization does not significantly im-
pact the accuracy of inference. The tests conducted with a
compound GRU-MLP model have shown an accuracy drop
of less than 0.1% after applying an 8-bit quantization. For
more complex models, like CNNs, it is necessary to perform
a more robust calibration in order to fine tune the quantization
in order to minimize the accuracy loss. This has not yet been
performed and is the subject of future work.

In our stack, quantization is applied at the execution models
through specific operations, such as:
• clip(vector, min, max) - Saturate values greater than max

and less than the min to max and min respectively.
• normalize(vector) - adjust values distribution
These operations are added to the model whenever it is

necessary to calibrate tensors between layers.
Fig. 5 shows the impact of quantization (number of bits

for input and model representation) on energy consumption
and execution time for a MLP model. A reduction in the
number of bits used for model representation (weight data)
results in a proportional reduction in the number of memrsitive
crossbars used. A reduction in the number of bits used in the
input results in a reduction in number of memristive crossbar
operations and reduces the cost of ALU and memory access.
Consequently, these enable lower energy consumption and
faster execution per inference. These results were obtained
using our performance simulator (see Section VII).

B. Node Aggregation

To take the most advantage of the memristor-based accelera-
tor, it is desirable to increase the amount of MVM operations
performed by a model. Since many neural network models
execute the basic perceptron operation (A) below multiple
times, we perform the operations aggregation to become (B)
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with the proper matrix/vectors modifications (see Figure 6).
(A) vector<input>* matrix<weights>+ vector<bias>
(B) vector<input>* matrix<weights>

In the same idea some layers like batch normalization can
be aggregated into the convolution, decreasing the number of
non-MVM operations in the model.

C. Layers Replication

To improve hardware utilization and to increase perfor-
mance, layers of the model can be replicated. Depending on
the goal and the availability of resources, specific layers can
be replicated or the entire model.

One reason to replicate layers is to balance the dataflow
architecture’s pipeline [24]. In some types of neural networks,
the last layers depends on data from the previous layers. For
example, computing a convolutional layer requires an amount
of data from previous layers that at least matches kernel size.
When the pipeline is not balanced, the last layers tend to stay
idle several cycles waiting for data to be produced by the
earlier layers. This idea can be generalized to replicate any
layer that is causing performance bottlenecks in the pipeline
while there are unused or dormant resources available.

When the pipeline of the model is balanced and there are
still enough resources, the entire model can be replicated,
allowing an increase in the number of inferences per second.
For example, suppose a model that fits in a single tile and a
node that has a total of 5 tiles. The model can be replicated
4 times, occupying all 5 tiles, allowing the inferences to run
in batches of 5 inputs, resulting in 5 outputs per inference.
Only a minimal increase in latency is expected due to layer
synchronization and data distribution in the beginning and in
the end of the inference since the models are independent and
do not communicate among each other during the execution.

The degree and granularity of replication can be adjusted to
meet the performance and power requirements. For example,
only a certain amount in the first layers could be replicated
to balance the pipeline, and then whole-model replication
could be applied to fill the node, thereby increasing overall
throughput.

V. COMPILER

The compiler generates ISA code from a graph representa-
tion of a neural network model that is either constructed by
the ONNX back-end or specified by the programmer via our
custom API. The compilation flow is shown in Fig. 7. This
section describes each of the compiler stages.
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A. Graph Partitioning

In the first stage of compilation, the graph is hierarchically
partitioned and the operations in the graph are distributed
to different crossbars, cores, and tiles. The hierarchical par-
titioning uses a bottom-up approach whereby the graph is
first partitioned to crossbars, then to cores, then to tiles.
The partitioning process starts by assigning all MVM oper-
ations that use the same constant matrix to the same virtual
crossbar. Virtual crossbars, cores, and tiles are used at this
stage for separation of concerns; they are mapped to physical
crossbars, cores, and tiles at a later stage. Next, each non-
MVM operation is assigned affinity to a virtual crossbar by
recursively spreading the virtual crossbar affinity from each
MVM operation to all source (and destination) operations
that feed exclusively into (and out of) that MVM operation.
When an operation is reached that has multiple source (or
destination) operations each with affinity to different virtual
crossbars, heuristics are used to resolve which virtual crossbar
to assign those operations to. Once each operation in the graph
has been assigned affinity to a virtual crossbar, the first level
of partitioning is complete. The graph is now composed of
sub-graphs where each sub-graph represents the operations
assigned to a virtual crossbar.

The second level of partitioning treats each sub-graph as a
node in a graph and aggregates the edges across sub-graphs
into a single edge. This new graph is then partitioned, group-
ing together nodes (i.e., virtual crossbars) that communicate
frequently into the same sub-graph (i.e., virtual cores). The
partitioning is done by passing the graph to a third-party graph
partitioning software such as KaHIP [48] and supplying it with
the necessary constraints, namely, the maximum number of
nodes per sub-graph (i.e., number of crossbars per core). The
second level of partitioning is thus completed.

The third level of partitioning is very similar to the second.
Sub-graphs from the second level are treated as nodes, edges
are aggregated, the new graph is partitioned whereby each
sub-graph represents a set of frequently communicating cores,
limited by the maximum number of cores in a tile.

An alternative to this bottom-up hierarchical partitioning
approach is a top-down approach where the graph is first
partitioned into sub-graphs for each tile, then each sub-graph
is partitioned into sub-graphs for each core, and then the same



for crossbars. Exploring this alternative approach is the subject
of future work.

B. Data Communication

Once the graph has been partitioned, the compiler inserts
data communication operations between producer and con-
sumer operations assigned to different cores and tiles. For all
producer-consumer edges going across cores, we insert a store
operation on the producer core and a load operation on the
consumer core, making sure to avoid redundant operations. If
a producer has multiple consumers, only one store operation
at the producer core is created and only one load operation
per consumer core is created, thereby avoiding redundant load
and store operations. After stores and loads are inserted, we
identify all store-load edges going across tiles and insert a
send operation on the storing tile and a receive operation on
the loading tile. If a store has multiple loads, only one send
operation and one receive operation is created per loading
tile, thereby avoiding redundant send and receive operations.
Finally, there is also a need to communicate data across
register spaces within a core (crossbar input/output registers
and the register file). Whenever there is a mismatch between
the register spaces of a producer and consumer operation,
intermediate copy instructions are inserted.

C. Tile Placement

Once operations have been assigned to crossbars, cores, and
tiles and the data communication has been figured out, the
virtual tiles are placed on physical tiles. In this placement,
it is important to place tiles that communicate frequently
with each other closer together to minimize communication
distance. This problem is NP-complete and requires the use
of heuristics. The heuristic currently used places the tiles in
the order that their matrices are used by the program, which
captures the order of layers in the neural network. Therefore,
adjacent layers which communicate frequently get placed on
adjacent tiles.

Once virtual tiles are mapped to physical tiles, the virtual
cores within the virtual tile are mapped to the physical cores in
the physical tile. This mapping is trivial because the physical
cores within a physical tile are logically equidistant to each
other. Finally, the virtual crossbars within a virtual core are
mapped to the physical crossbars within a physical core.
Again, this mapping is trivial because the physical crossbars
within a physical core are logically equidistant.

D. Memory Allocation

Memory allocation is performed by allocating a new tile
data memory location for every store and receive operation
performed on a tile. The compiler does not currently support
reuse of memory locations. Doing so would require a tile-
wide analysis of load and store order after linearization (Sec-
tion V-E) to prevent data hazards. We leave this optimization
as future work.

E. Linearization and Register Allocation

The next stage of compilation is linearization. In this stage,
the graph is linearized into a sequence of instructions for
each tile and core. Linearization ensures that source operations
are placed before destination operations in the instruction
sequence to guarantee correctness.

Up to this point, virtual registers have been used. Once
linear instruction sequences have been generated for each core,
it becomes possible to analyze the live ranges of the virtual
registers. Doing so enables register allocation for each core
with register reuse for non-conflicting live ranges.

F. Code Generation

The final stage is to generate assembly code for each tile
and core from the linearized instruction sequences. We have
leveraged the standard 64-bit Executable and Linkable Format
(ELF) file format specification to develop an ELF format
for NN applications which includes the weights, biases, and
activation functions that can be accessed by the runtime. The
compiler can also optionally generate a plain-text assembly
listing, which can be compiled into an ELF executable using
the standalone assembler. The loader has been architected to
understand this ELF format and works in a tightly coupled
fashion with the driver to load instructions and data from the
ELF executable to the device, abstracting away device specific
features.

G. Error Handling

The DSL and the compiler provide several value adds
and failsafes to aid rapid software development, while safe-
guarding the programmer from common programming pitfalls.
For example, the compiler automatically detects input/output
tensors without the programmer having to explicitly declare
them as such. Further, the compiler diagnoses unused tensors,
thus avoiding inadvertent programming errors and conserving
precious device memory. The DSL also implements safeguards
against out-of-scope tensors used in the model, thus preventing
hard to detect runtime issues.

VI. DRIVER

Most accelerators are implemented as devices on a PCI card
connected to a PCIe bus. Therefore, a device driver is required
to provide access to these accelerators. The device driver is
the layer in the software stack responsible for managing the
accelerator. It enables loading tile instructions, core instruc-
tions, weights in the crossbars as well as sending input data
to the device and returning back the output data to the software
stack. This way, it manages the inference execution.

Besides the functionality typical of a device driver, such as
providing access to the device, its status, performance data, as
well as sharing the device among several running applications,
our device driver is designed to keep the maximum usage
of the device increasing the throughput for streaming-based
application or in-batch executions. The device driver manages
a pipeline of running inferences to reach that goal. So, instead
of waiting for completing an inference before starting running
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another one, the device driver monitors when the initial tiles
get available as soon as the running inference goes deeper
in the neural network layers, and it starts running another
inference (see Fig. 8). Doing this in the driver simplifies the
job of the programmer and compiler because they do not have
to worry about implementing/generating streaming logic.

In addition, the device driver constantly monitors the device
to ensure the concurrent write of inputs and read of outputs
does not result in any output or input data loss. Once the PCIe
bus becomes a bottleneck, the device driver has to hold starting
the next inference to ensure no overwrite of the data that is
running inside the device.

Another important aspect of the device driver is the cus-
tomization of activation functions. Such activation functions
are implemented as look-up tables to save process time and
avoid unnecessary complexity. The device driver allows the
software stack upper-layer to load fully customized look-up
tables. This way different values and different ranges for each
activation function can be dynamically adjusted. The look-up
tables can be customized per core of any tile given a fully
customized mechanism to address the needs for an application.

VII. EMULATORS AND SIMULATOR

We have implemented two types of emulators and one
simulator to enable the development and optimization of
the software stack. These components are key to verify the
performance and behavior of the hardware, architecture, and
ISA of memristor-based accelerators. Fig. 1 shows how the
emulators fit in the software stack architecture.

A. Performance simulator

To evaluate characteristics of the hardware, such as perfor-
mance and power utilization, we have developed a hardware
simulator. The simulator simulates the execution of ISA in-
structions, such as those presented in Section II, to collect
information about performance and energy and to enable
design-space exploration. It was used, for example, to measure
the data reported in Fig. 5 and 11.

Fig. 9. Single instruction execution

B. Functional emulator

The functional emulator implements only high level hard-
ware components, such as cores, tiles, and memories with
focus on behavior. The emulator executes one instruction
at a time following an ISA specification. It abstracts sub-
cycles or internal pipeline specific of hardware architecture
implementation. A state of the emulated device is stored and
each instruction modifies the device to a new state. Examples
of elements that compose the device state are: data and
metadata of tile memories, register files, crossbar weights,
input and output registers of crossbars, tile and core program
counter (PC) register, etc. (see Fig. 9.)

The hardware characteristics such as the number of tiles,
number of cores per tile, tile memory size, register file size,
and crossbar size are configurable parameters. This flexibility
can be used for design exploration, experimentation of param-
eters, tuning compiler heuristics, etc.

The functional emulator was used to collect the data in
Fig. 12. It helps evaluate the correctness of models developed
by checking whether the results of inferences have expected
values.

C. QEMU emulator

A QEMU emulator implements the interface for QEMU
hypervisor, emulating the accelerator as a PCI device. The
QEMU hypervisor has also been enhanced to take advantage of
device characteristics. This includes support for Configuration
Space Registers (CSR) in the device and in PCI space. A
full-fledged system emulator also helps to anticipate hardware
architecture requirements by the software stack evaluating the
functionality required by NN models. We used the QEMU
emulator to verify the driver functionality and emulate end-
to-end integration of the stack.

VIII. IMPLEMENTATION

A. Memristor-based Prototype Implementation

We developed a cycle-level simulator written in Python
that implements the abstract architecture and example ISA
for the hybrid analog-digital architecture described in Sec-
tion II. The hybrid architecture executes MVM instructions
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in analog domain using memristive crossbars. The physical
implementation of this hybrid system has been experimentally
demonstrated in [34] and fully supports the assumptions in
the present work. A memristive crossbar sums up the currents
from each cross-point to a column (Kirchhoff’s law), where
the cross-point’s current output is the product of input voltage
and programmed conductance (Ohm’s law). Additionally, each
crossbar is interfaced with Digital-to-Analog converter (to
feed digital input from SRAM buffer) and Analog-to-Digital
converter (to obtain digital outputs for subsequent computation
and communication). The simulator consists of a behavioral
model (functionality, power and timing) for MVM instruc-
tion using input bit-streaming and weight-slicing as proposed
in [24]. ALU instructions are executed on digital CMOS
units. The datapath was designed at RTL-level in Verilog
and synthesized at IBM 45nm SOI technology to extract the
power, area and timing models. Subsequently, the model was
integrated with the simulator for evaluation of practical sized
workloads.

B. All-digital Prototype Implementation

We have also developed a fully digital implementation of
this architecture, and tested it on an FPGA. This can be
easily ported to an ASIC fabricated in a conventional CMOS
process. The only difference between fully digital and hybrid
analog-digital implementations is in the execution of MVM
instruction. While in the memristor implementation an output
vector element can be calculated in a single clock cycle by
adding electrical currents across all memristor row elements
connected to a given column, in a digital implementation we
step over input rows sequentially. In each step we accumulate
in a digital adder the result from the previous step with a
product of the present row input and column weight, com-
puted by a digital multiplier. The weights are read from an
on-die SRAM memory. Since different matrix columns are
independent and use the same row inputs, in both imple-
mentations we compute multiple output vector elements in
parallel. The micro-architectural details of this implementation
are transparent from the core level perspective. The only
difference is in the execution time at the same clock frequency,

TABLE I
SOFTWARE STACK REUSABILITY

Stack Accelerator-specific Reusable

Application
optimization

layers replication
(to balance pipeline)

quantization
node aggregation
model replication

Compiler
linearization
register allocation
code generation

graph partitioning
data communication
tile placement

Driver accelerator inner cntrl
pipelining OS to accelerator

ISA

Architecture
.

inter-core data movement

MVM w/ crossbars; ALU
inter-core synchronization

compute; control; intra-core movement

instruction exec. pipeline
architecture hierarchy

the MVM instruction takes longer to complete in the digital
implementation.

C. Interoperability

ONNX standard enables interoperability between different
neural network frameworks on one side and a plethora of
accelerators on the other (see two yellow triangles on Fig. 10).
Models developed on one framework can be exported and then
imported into another one. Similarly, plugins for different ac-
celerators enable development of models only against ONNX
and then running them on all accelerators for which there are
ONNX plugins.

Our primary motivation for using ONNX was to leverage
models developed on multiple frameworks (see blue triangle
on Fig. 10). It was less so to leverage the software stack
across other accelerators (see red triangle on Fig. 10). We
have experience in using our software stack only for the two
prototype implementations (memristor-based and all digital).
To give some preliminary assessment of what parts of software
stack are specific to our accelerator and which are re-usable
across other accelerators, we broke down the implementations
of stack components in Table I.

D. Discussion

Characterization of the digital implementation performance
on an FPGA will be one of future steps. Preliminary pro-
jections from FPGA to an ASIC look encouraging. Thanks
to the single-step analog computation of output vector ele-
ments, the memristor implementation will achieve even higher
performance at lower power consumption. This is despite
compromises described in [24] to reduce memristor resolution
and ADC precision requirements. During FPGA development,
we found it important to optimize hardware for fast execution
of load, store, copy, and alu instructions, to prevent them from
becoming performance bottlenecks. This has been done by
commonly used techniques–composing memories from mul-
tiple banks, parallelizing data accesses, optimizing datapath
widths, and pipelining alu execution. Similarly to other many-
core compute architectures, the ISA and RTL implementation
need to be simple to avoid excessive logic gate counts and chip
area, which would reduce performance per Watt. We found it
straight forward to leverage from parametrized RTL building
blocks (e.g., an instruction unit, execution control unit, etc.)
developed previously for other computing applications, sug-
gesting that the ISA architecture is not unusual or difficult to
implement in hardware.
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IX. RESULTS

Fig. 11 shows projected performance of our hybrid ac-
celerator at 50W power limit for ResNet-50 Convolutional
Neural Network inference at 28, 16, and 7nm silicon process
nodes. For comparison, performance of one of the best GPU
inferencing accelerators for the edge currently available on the
market (NVidia Tesla P4) is also shown. To give conservative
comparison, we show GPU results at batch size 128, which is
optimal for it’s performance. The GPU performance will be
lower at smaller batch sizes because model weights may need
to be re-loaded from a cache or an external memory for each
batch. Thanks to storing weights in-situ, our accelerator does
not require batching of input data. This leads to additional ad-
vantage: low inference latency. ImageNet data set is assumed
with 224x224 image size. The steeper scaling from 16 to 7nm
is due to higher power efficiency at 7nm. Note that at 16nm,
hybrid accelerator is projected to be 20x better in performance
than GPU, at less than 50% of GPU die size. Although we
expect further GPU architecture improvements in the next 1-3
years, we believe that hybrid accelerator can maintain 10x
performance advantage at 7nm. Accelerator implementation
with hybrid approach will be lower in cost thanks to smaller
die size and no need of an external DRAM memory (because
all weights are stored on-die).

In general, for neural network applications, we achieved
latency between 10 and 104 times better than CPUs and
between 10 and 102 better than GPUs; we achieved bandwidth
better than 103− 106 times compared to modern CPUs and
more than 10 times better than a modern GPU (when compared
at the same power) at a significantly lower cost. All of these
projections were conducted using performance simulator.

In Fig. 12 we show results of resource allocation for
a compound six layers GRU-MLP model execution in the
functional emulator of a hybrid accelerator. With the proposed
software stack we are building it is possible to establish
the number of Cores and MVMs, and also adjust the size
of MVMs to be used by an application, by the compiler
and at the functional emulator parametrization. This allows
flexibility in resources allocation for partition, distribution and
parallelization of models and layers to cores and tiles, as
well as for communication and power management of the

Fig. 12. Effect of number of Matrix Vector Multiplication Units in Cores
allocation for a GRU-MLP test model in functional emulator

accelerator subsystems.
The performance advantages reported here could not be

achieved without a sophisticated end-to-end software stack.

X. RELATED WORK

There are two efforts towards interoperability of neural
network models, ONNX [41] and NNEF [42]. ONNX is a
consortium driven by Microsoft, Facebook, and Amazon with
the original goal of exchangeable models across development
platforms. As recently they also focus on the target hardware
platforms. They also explore issues, such model optimization,
training of interoperable models, support for closed loops,
test and compliance with the standards, etc. These topics are
addressed by special working groups. The Khronos Group
Inc. released an NNEF specification [49]. NNEF encapsulates
network structure and network data. Format is both human
readable and parseable.

Many frameworks optimize the execution of ML workloads
on traditional systems, including DjiNN [50], an infrastructure
for DNN as a service, Caulfield et al. [51], a cloud architecture
for executing ML workloads on FPGAs, vDNN [52], a mem-
ory manager for virtualizing DNN memory usage for CPU-
GPU collaboration during training, PMEM [53], a processor
cache optimized for image processing, and Scalpel [54], a
system for performing SIMD-aware pruning of DNNs. Our
software stack targets special purpose accelerators for ML,
particularly those that use memristor crossbars.

Many hybrid accelerators that use memristor crossbars have
been designed [19], [20], [21], [22], [23], [24], [25], [26], [27],
[28] but only some are configurable for a limited set of appli-
cations and none are ISA programmable. NEUTRAMS [55] is
a software stack for targeting configurable hybrid accelerators.
Our software stack targets ISA-programmable hybrid accelera-
tors. We have evolved our stack by building on our prior work
on this topic [56], [57].

There have been many digital-only accelerators designed for
machine learning applications [13], [14], [15], [58], [59], [60],
[61], [62], [63], [64], [65], [66], [67]. A comprehensive survey
and categorization of these works has been done by Sze et
al. [68]. Our software stack targets hybrid digital-analog accel-
erators. Some digital-only accelerators are fully programmable
via an ISA [69], [17], [70], [71], [18]. Some can be configured
with FPGAs [72], [73], [63], [67], [74], [75], [76], [77]. Our



software stack targets ISA-programmable hybrid accelerators
and includes a digital-only implementation on FPGA. Many
works propose additional architecture optimizations for digital-
only accelerators such as reducing weight/input precision [78],
[79], pruning weights to exploit sparsity [16], [80], [81], [82],
[70], [83], [84], [85], and others [86], [87], [88], [89], [90],
[91]. Our application optimization layer reduces precision of
models to make them suitable for memristor-based accelera-
tors.

Several works exploit near-memory computing using
DRAM [92], [93], [94] and SRAM [95], [96]. Erudite [97]
discusses rebooting the data access hierarchy to leverage near-
memory acceleration for cognitive applications. Our software
stack targets near-memory accelerators that use memristor
crossbars.

Memristors have also been used for building large byte-
addressable non-volatile memories for mainstream general-
purpose machines. Software support has been proposed for
such memory systems tackling issues of consistency in the
presence of failure [98], [99], [100], [101] and persistent object
representation [102], [103], [104].

Device drivers have always been complex software com-
ponents to develop due to the delicate timing and perfor-
mance issues, such as asynchronous behavior, delay depen-
dencies, race conditions, protocol violation due to the delays,
throttling of in/out going data, concurrency bugs at hard-
ware/software/firmware levels, and many others [105], [106],
[107], [108], [109], [110]. However they can also be enablers
in development of both hardware and software, especially
using virtualization techniques [111], [112], [113], [114].

There are numerous simulators at different scope, accuracy
and for different purposes [115], [116], [117]. In our work, we
have come up with a family of three simulators that fit different
phases of development (hardware, software, performance):
architectural emulator, QEMU simulator, and performance
simulator.

XI. CONCLUSION

In this paper, we present a complete software stack for a
programmable accelerator that uses hybrid CMOS-memristive
technology for energy-efficient acceleration of machine learn-
ing inference workloads. The software stack includes an
ONNX back-end for importing models from popular deep
learning frameworks, an application optimizer, a compiler for
generating an executable binary, a device driver for loading
weights and instructions as well as managing streaming work-
loads, and a functional emulator to assist with performance
and energy estimation and design space exploration.

The current stack is primarily targeted at inference ac-
celerators, as we believe this is where energy efficiency of
hybrid accelerators pays off first. Inference applications are
increasingly being deployed away from datacenters and to the
“edge”, where small devices are space and energy constrained.
However, hybrid accelerators are also being proposed that
support training. For this reason, our future work is to extend
our software stack to support programming training workloads.
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